**Introduction**

Ces dernières années, la consommation d'énergie a considérablement augmenté avec la croissance de la population et le développement technologique. L'énergie est cruciale pour le développement économique et social de tous les pays. Par exemple, l'U.S. Energy Information Administration (EIA, 2023) prévoit que les émissions mondiales de CO liées à l'énergie augmenteront d'ici 2050 en raison de la croissance démographique et de l'élévation du niveau de vie [1]. De plus, une étude récente (Wang et al, 2023) [2] a souligné que le développement technologique, le changement climatique et le système social influenceront la consommation d'énergie future des bâtiments dans les villes. En outre, selon l'Agence internationale de l'énergie (AIE, 2025) [3], les besoins énergétiques mondiaux devraient augmenter chaque année jusqu'en 2027 de plus que la consommation totale du Japon. L'énergie peut être considérée comme propre ou polluante selon la source. L'énergie polluante provient de différentes sources, telles que le pétrole, le charbon et le gaz naturel, qui diminuent avec le temps et sont non renouvelables. Elle libère une énorme quantité d'émissions de CO2 dans l'atmosphère. Elle contribue à des problèmes environnementaux tels que la pollution de l'air, la pollution de l'eau et le changement climatique. L'énergie propre, également connue sous le nom d'énergie renouvelable, provient du vent, de l'eau et du soleil.

L'énergie solaire est un type d'énergie renouvelable qui convertit l'énergie lumineuse du soleil en énergie électrique à l'aide de cellules solaires. Un certain nombre d'études ont utilisé des modèles d'apprentissage automatique pour accroître la sensibilisation et améliorer la compréhension des méthodes de prévision de l'énergie solaire. Chuluunsain et al. (2021) [4] abordent l'importance de prendre en compte les facteurs environnementaux, tels que la pollution de l'air et les conditions météorologiques. Les cellules solaires génèrent suffisamment d'énergie lorsqu'il y a du soleil et pas d'ombre partielle. Cependant, plusieurs facteurs influencent la production d'énergie solaire. Certains d'entre eux sont les conditions météorologiques (humidité, nuages, température, pluie) et la pollution de l'air (poussières fines). Ces facteurs peuvent provoquer une ombre partielle, ce qui diminue la production d'énergie solaire. Pour cette raison, une prévision précise est nécessaire pour garantir une énergie fiable, efficace et durable. Ils ont mis en œuvre divers modèles d'apprentissage automatique, tels que la régression linéaire (LR), la forêt aléatoire (RF), le régressseur à gradient boosting (GBR), la machine à vecteurs de support (SVM), les k plus proches voisins (KNN) et le perceptron multicouche (MLP), pour prédire la production d'énergie solaire. MAE, RMSE, R2 ont été utilisés pour évaluer la performance de chaque modèle. Parmi ces modèles, la forêt aléatoire a surpassé les autres et fourni le meilleur résultat avec 95 % de précision.

Plusieurs études de recherche ont été menées pour prédire la production d'énergie solaire. Parmi ces études, l'approche d'apprentissage profond (DL) est l'une des méthodes les plus largement utilisées en raison de sa capacité à gérer des motifs complexes au sein des données. Chih-Chiang Wei (2019) [5] a proposé une étude en trois phases visant à évaluer et prédire la production d'énergie solaire. Le processus commence par la collecte de données et le sud de Taïwan est identifié comme site d'étude. La phase I se concentre sur les aspects théoriques, y compris la sélection des panneaux solaires, la détermination de l'angle d'inclinaison approprié et l'estimation de la production annuelle d'énergie, tandis que la phase 2 se concentre sur la configuration expérimentale, qui consiste à sélectionner les caractéristiques d'entrée et de sortie et à évaluer le modèle. Enfin, la phase 3 utilise les prédictions de la phase 2 pour simuler les prévisions horaires de production solaire. Kumar and Kalavathi (2018) [6] ont proposé deux méthodes d'apprentissage profond, telles que le réseau de neurones artificiels (ANN) et le système d'inférence neuro-flou adaptatif (ANFIS) pour prédire la production d'énergie solaire. En utilisant l'erreur quadratique moyenne normalisée (NRMSE), le modèle ANN a obtenu de meilleures performances que le modèle ANFIS. Elsaraiti and Merabet (2022) [7] ont également utilisé des modèles DL, tels que la mémoire à long terme (LSTM) et le modèle de perceptron multicouche (MLP), pour prévoir la production d'énergie solaire. Le modèle LSTM, comparé au modèle MLP, offre de meilleures performances. Lee et al. [8] (2021) ont mené plusieurs expériences pour prédire la production d'énergie solaire et ont utilisé LSTM, GRU et SimpleRNN, ainsi que leurs variantes bidirectionnelles. Plusieurs expériences initiales (1) ont fourni une précision de prédiction insuffisante. Pour améliorer les performances, des caractéristiques pertinentes supplémentaires ont été collectées et étendues en utilisant la méthode du réseau antagoniste génératif (GAN). Le modèle Bidirectional-GRU a donné la meilleure précision de prédiction avec R2 = 0.934156 (expérience B-5). Wei (2019) [9] a établi une approche fonctionnelle pour prédire la production annuelle d'énergie solaire et a proposé un modèle DNN de prédiction du rayonnement solaire de surface. Les modèles DNN ont été comparés à la régression linéaire et au réseau de neurones feedforward (BPN). Les résultats indiquent que le DNN a atteint les valeurs les plus faibles de MAE et RMSE. Abdo and Dandil (2024) ont souligné les performances du réseau de capsules (CapsNet) dans la prédiction de la production d'énergie solaire. Les performances de CapsNet ont été comparées aux modèles RF, SVM, LR, ANN. CapsNet a approuvé des performances exceptionnelles et a donné la plus grande précision (94 %). Les modèles d'apprentissage profond sont des méthodes en pleine expansion et sont largement utilisés dans divers secteurs, tels que l'énergie, la santé et la physique. Cependant, les approches d'apprentissage automatique sont également largement utilisées dans ces secteurs.

Un grand nombre croissant de travaux de recherche ont étudié l'efficacité de divers modèles d'apprentissage individuel [10] [11] [12], ensemble learning [13], and hybrid models [14] [15] in the energy sector, en particulier dans l’énergie photovoltaïque, en raison de leur capacité à capturer des relations complexes entre les points de données. Zazoum (2022) [10] a utilisé la machine à vecteurs de support (SVM) avec trois fonctions noyaux différentes (linéaire, cubique, quadratique) et la régression par processus gaussien (GPR) avec trois noyaux différents : quadratique rationnel, exponentiel au carré et Matern 5/2. La GPR avec la fonction noyau Matern 5/2 a donné de bonnes performances par rapport aux autres. Helmy et al. (2024) [16] ont rapporté un score de 0,974 en RMSE et de 0,559 en MAE en utilisant le modèle SVM. Ce modèle a mieux performé comparer aux modèles LSTM et GSTANN. Il a été suggéré que la SVM est un modèle approprié pour prédire la production d’énergie solaire. Abuella and Chowdhury (2015) [11] ont utilisé la régression linéaire multiple (MLR) pour prévoir l’énergie solaire. La MLR a démontré une forte capacité prédictive pour les panneaux solaires et a bien performé. Cependant, la multicolinéarité et le surapprentissage entre les caractéristiques d’entrée peuvent affecter l’efficacité et la précision des modèles MLR dans les tâches prédictives. Markovics and Mayer conducted a comparative study (2022) [12] et ont constaté que la régression à noyau ridge (Kernel Ridge Regression) est le modèle le plus approprié pour prédire la production d’énergie solaire par rapport à 23 autres modèles d’apprentissage automatique. Wimalaratne et al (2022) [13] ont utilisé le gradient boosting extrême (XGBoost), qui appartient à la famille des modèles d’apprentissage ensembliste par boosting, pour prédire la production d’énergie solaire. Cette méthode a atteint un score de RMSE (20,84) et MAE (9,08). Saxena et al. (2024) [15] ont proposé un modèle hybride SVM-KNN pour prévoir la production d’énergie solaire. Comparé au modèle LSTM, le modèle hybride SVM-KNN donne de bons résultats. Une autre étude récente menée par AlKandari and Ahmad en 2024 [14], a mis en évidence l’efficacité de la combinaison de modèles statistiques et de méthodes d’apprentissage automatique. Un modèle hybride statistique et apprentissage automatique (MLSHM) a été proposé et a surpassé les autres modèles.

Dans l'ensemble, ces études fournissent des preuves de l'utilité des approches d'apprentissage profond et d'apprentissage automatique. Cependant, aucune étude n’a étudié la performance des différentes approches d’apprentissage par assemblage, y compris le bagging, le boosting et l’assemblage empilé. Notre principale contribution est d’évaluer et de comparer les modèles à apprenant unique et les modèles d’ensemble afin de prédire la production d’énergie solaire. Pour atteindre cet objectif, nous avons défini plusieurs questions de recherche.  
Q1) Quel modèle est adapté à la prédiction de la production d’énergie solaire  
Q2) Quelle méthode d’apprentissage par assemblage peut fournir de meilleurs résultats ?  
Q3) Comment la prédiction de la production d’énergie solaire peut-elle contribuer au changement climatique ?

.
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